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Opening the Black Box

Key points:
● AI models are black box
● We want to open the black 

box
● This is critical for safety (or 

is it ?) 

2Image credit: Ethical Challenges of Artificial Intelligence in Health Care: A 
Narrative Review, Aaron Hui et al

https://www.researchgate.net/publication/357757904_Ethical_Challenges_of_Artificial_Intelligence_in_Health_Care_A_Narrative_Review?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6Il9kaXJlY3QiLCJwYWdlIjoiX2RpcmVjdCJ9fQ
https://www.researchgate.net/publication/357757904_Ethical_Challenges_of_Artificial_Intelligence_in_Health_Care_A_Narrative_Review?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6Il9kaXJlY3QiLCJwYWdlIjoiX2RpcmVjdCJ9fQ


Why Interpretability ?

Why should we want to have interpretable models ?
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Why Interpretability ?

● Decision making
● Trust
● Safety
● Alignment
● For fun / science !
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Who does interpretability ?
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AI compagnies
Independent research

Non-profit

Academia
● Berkeley
● MIT
● Stanford
● Columbia
● Oxford



Today’s lesson

1. What is interpretability ?
2. Example : the Logit Lens
3. Interpretability Methodology
4. Our best shot ? Deep-dive in SAEs
5. Intrinsic problem with interpretability
6. Is interpretability useful for safety ?
7. Conclusion 
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What is 
interpretability ?
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The idea

AIs (vision, language, robots) are doing 
meaningful computations that can be 

understood and wrote in plain code.
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What interpretability means

In general : unclear
● Who can interpret ? 
● What guarantees do we 

have on the system ?
● Interpretation =?= Prediction 
● Ad-hoc interpretability ?
● Interpret vs explain
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What interpretability means

In practice : we use “common sense”
● we ask human/ai labels
● we note how coherent the labels are

10
Thread: circuit, distill.pub 

https://distill.pub/2020/circuits/zoom-in/
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What interpretability means

In practice : we use “common sense”
● we ask human/ai labels
● we note how coherent the labels are

Main problem : polysemanticity
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Focus on LLM Interpretability

Focus on language : Why ?
1. We understand well CNN's
2. Vision models are not critical for safety
3. We don’t have good models of Language, so this is more challenging !

13Thread: circuit, distill.pub 

https://distill.pub/2020/circuits/zoom-in/


The logit lens
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How language models 
think

interpreting GPT: the logit lens, nostalgebraist, LessWrong

https://www.lesswrong.com/posts/AcKRB8wDpdaN6v6ru/interpreting-gpt-the-logit-lens


Transformers
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Logit Lens
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Final Decoder Word prediction

Why not do ?



Logit Lens
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GPT2-XL



Logit Lens
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Can’t be decoded 
meaningfully



Current 
methodology for 
Interpretability
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What’s wrong with the method used in the logit lens

Any Ideas ?
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What’s wrong with the method used in the logit lens

1. No clear hypothesis to reject
2. No causal tests
3. No counterfactual test
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Current methodology for Interpretability

● Counterfactual Causal Analysis
○ Counterfactual : to test against random
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Current methodology for Interpretability

● Counterfactual Causal Analysis
○ Counterfactual : to test against random
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The Geometry of Feelings and Nonsense in 
Large Language Models, LessWrong

The Geometry of Categorical and 
Hierarchical Concepts in Large Language 
Models, K. Park et al

https://www.lesswrong.com/posts/C8LZ3DW697xcpPaqC/the-geometry-of-feelings-and-nonsense-in-large-language
https://www.lesswrong.com/posts/C8LZ3DW697xcpPaqC/the-geometry-of-feelings-and-nonsense-in-large-language
https://openreview.net/forum?id=KXuYjuBzKo
https://openreview.net/forum?id=KXuYjuBzKo
https://openreview.net/forum?id=KXuYjuBzKo


Current methodology for Interpretability

● Counterfactual Causal Analysis
○ Counterfactual : to test against random
○ Causal : changing the internal changes the output in the expected way

24



Current methodology for Interpretability

● Counterfactual Causal Analysis
○ Counterfactual : to test against random
○ Causal : changing the internal changes the output in the expected way

Techniques -> Causal Scrubbing / Causal Abstraction
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Causal scrubbing

1. Choose a task (dataset)
2. Evaluate the model 
3. Evaluate the model with perturbations
4. Different output means you messed up the mechanism !

26
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Causal scrubbing

1. Choose a task (dataset)
2. Evaluate the model 
3. Evaluate the model with perturbations
4. Different output means you messed up the mechanism !
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The IOI task

Indirect Object Identification

30

How (mechanistically) does 
GPT2 knows the answer is 
Mary ?



Activation Patching
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To find the circuit, we to activation patching iteratively.



The IOI circuit

32
K. Wang et al, Interpretability in the Wild: a Circuit for Indirect Object Identification in GPT-2 small, The Eleventh International 

Conference on Learning Representations 2023



Problems with Causal scrubbing

● Heavy computation
● Requires good 

hypothesis 
● Backup-heads
● Doesn’t give the full 

interpretation
● Thresholding
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Causal Abstraction
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GPT2

IOI model

Alignement

GPT2 output

IOI output

Interchange 
Intervention

GPT2 Input

IOI input

GPT2 computation

IOI computation



Causal Abstraction

● Need a graph model of the task
● Heavier computations
● Not obvious that we get the full 

behavior
● But we have formal guarantees

35

GPT2

IOI model

Alignement



Dictionary learning
or

Sparse 
Auto-Encoders (SAE)
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What’s an SAE ?

37
Anthropic: Toy Model of Superposition

What is the optimal (W,b) ?



What’s an SAE ?

38
Anthropic: Toy Model of Superposition

What is the optimal (W,b) ?
➔ b=0
➔ W = Identity or PCA



What’s an SAE ?
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Anthropic: Toy Model of Superposition

What is the optimal (W,b) ?
➔ Depends on the distribution
➔ W is not the Identity



Toy Model of Superposition
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What’s an SAE ?

41
Anthropic: Toy Model of Superposition

What is the optimal (W,b) ?
➔ Depends on the distribution
➔ W is not Identity even if 

alpha=0 !

We remember a Dictionary of features.



Towards Monosemanticity

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023

Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet



Interpreting features

How to Interpret an SAE feature ?

43



The Arabic feature

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023

If a string s consists entirely of Arabic 
characters, P(Arabic|s) is 1; if it contains 
non-Arabic characters, P(Arabic|s) is assigned 
a tiny probability of 1e−10. 
If s consists of a single token which isn't a 
complete unicode character, we sample 
random occurrences of it and observe the 
fraction of the time it is used in a given script. 



Causal ablation

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023



Causal ablation

● what happens when a feature is not super-activated ?
● most feature are always slightly activated
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Causal ablation

● Do features tell us about the model or the data? -> the causal effect mean 
that this is not just the data

● They try the randomly initialized weight -> no interpretable features !

47

https://transformer-circuits.pub/2023/monosemantic-features/index.html#global-analysis-about-model


Features vs Neurons

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023

There is no Arabic neuron corresponding to the Arabic feature!



Features vs Neurons

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023

The best neuron for 
Arabic text is not very 
correlated with the 
feature.



Universality

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023



Features’ Interpretability

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023

0–3, rate your confidence in this interpretation. 

0–5, rate how consistent the high-activation (bolded) tokens are with your interpretation from (1). 

0–3, rate how consistent the positive logit effects are with your interpretation from (1). 

0–1, If some of the positive logit effects were inconsistent with your interpretation, was there a separation in effect 

size between the consistent and inconsistent ones? If so, score as 1, otherwise or if not applicable, score as 0. 

0–3, how specific is your interpretation of this feature?



Features’ Interpretability

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023

“we have a large language model, Anthropic’s Claude, generate explanations of 
features using examples of tokens where they activate. Next, we have the model use 
that explanation to predict new activations on previously unseen tokens”



What do features look like ?

● context features : “there are over a hundred features which primarily 
respond to the token "the" in different contexts”

● trigram / memorization features
● input / action features

53



Features splitting

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023



Features splitting



Feature Splitting
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Finite states automata

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023



Finite states automata

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023



Probabilistic Finite states automata

Trenton Bricken et al, Towards Monosemanticity: Decomposing Language Models With Dictionary Learning, 2023



Are features exhaustives ?

60



Are features exhaustives ?
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Unsafe code feature
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Bias feature
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Sycophancy feature
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Deception feature
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Scam feature
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Discussion on Safety - From Anthropic

“We caution against inferring too much from these 
preliminary results. Our investigations of safety-relevant 

features are extremely nascent.”
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Adsorption phenomenon

68A is for Absorption: Studying Feature Splitting and Absorption in Sparse Autoencoders, D. Chanin et al



Meta SAE

69Showing SAE Latents Are Not Atomic Using Meta-SAEs, Bart Bussmann, Michael Pearce, Patrick Leask

What are atomic features ?

https://www.lesswrong.com/posts/TMAmHh4DdMr4nCSr5/showing-sae-latents-are-not-atomic-using-meta-saes


Is this everything ?

Are we satisfied ?



Intrinsic problem 
with 

interpretability

71



Interpretability Illusion

1. The method is not complete

72Missed Causes and Ambiguous Effects: Counterfactuals Pose, Challenges for Interpreting Neural Networks, Aaron Mueller

Transitivity



Interpretability Illusion

1. The method is not complete
2. The results are not robust
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Grad-cam Fooling

74Fooling Network Interpretation in Image Classification, A. Subramanya et al



Illusions in LLMs ?
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Illusions in unsupervised methods
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The Geometry of Feelings and Nonsense in 
Large Language Models, LessWrong

The Geometry of Categorical and 
Hierarchical Concepts in Large Language 
Models, K. Park et alIf this fails, what about SAEs ???

https://www.lesswrong.com/posts/C8LZ3DW697xcpPaqC/the-geometry-of-feelings-and-nonsense-in-large-language
https://www.lesswrong.com/posts/C8LZ3DW697xcpPaqC/the-geometry-of-feelings-and-nonsense-in-large-language
https://openreview.net/forum?id=KXuYjuBzKo
https://openreview.net/forum?id=KXuYjuBzKo
https://openreview.net/forum?id=KXuYjuBzKo


Is interpretability 
of any use ?
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Main argument against Interpretability

1. Doesn’t solve many of the problems
2. Is too late for the development of AI
3. Is comparatively too complex to be used
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Threat models

Here are some of the problems with AIs:
● Misinformation
● Deepfakes
● Privacy
● Autonomous weapons
● Biases
● Loss of control
● Totalitarism tool
● Cyber-sec

79

● Power concentration
● Unemployement
● Deterioration of Epistemology
● Weakening Democracy
● Autonomous Self-Replicating 

Agents
● Mental-health related issues
● etc



Threat models

Here are some of the problems with AIs:
●
● Deepfakes
● Privacy
●
● Biases
●
●
● Cyber-sec

80

●
●
●
●
● Autonomous Self-Replicating 

Agents
●



Analysis : Biases

How to solve Biases ?
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Analysis : Biases

How to solve Biases:
1. Do RLHF
2. Clear datasets
3. Interpretability to balance concepts ?
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Analysis: Privacy

How to solve Privacy ?
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Analysis: Privacy

How to solve Privacy:
1. Clear datasets
2. Evaluate the model
3. Interpretability to erase knowledge ?
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What interp is used in practice

● used to check if the model learns correctly (example of what a vision model is 
looking at when predicting)

85CRAFT: Concept Recursive Activation FacTorization for Explainability, T. Fel et al



What interp is used in practice

● used to check if the model learns correctly (example of what a vision model is 
looking at when predicting)

● used to design better attacks and thus augment robustness (doesn’t work that 
great)
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What interp is used in practice

● used to check if the model learns correctly (example of what a vision model is 
looking at when predicting)

● used to design better attacks and thus augment robustness (doesn’t work that 
great)

● to “understand” some decisions
● that’s all ?

Are we on track for AGI ?
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Interpretability is too late
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Interp is not used in the labs

● Not implemented in any LLMs
● Not implemented in Vision models
● Most labs don’t use mech-interp methods for verifying models

Are we too early ?
Safety washing ?

Engineer just don’t like policy …

89



Conclusion
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Summary

Interp is 
● really cool
● gives useful insights 
● promising field of science

But also
● not used for safety
● doesn’t solve all of our problems
● not super robust
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Ressources

● AI safety Textbook of the Cesia (when done ;)
● Go on LessWrong (An Extremely Opinionated Annotated List of My Favourite 

Mechanistic Interpretability Papers v2)
● Youtube : Alexandre TL & 3b1b
● Anthropic articles (hard & long but soooo good)
● Send me a mail ;)

Thanks & Questions
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https://www.lesswrong.com/posts/NfFST5Mio7BCAQHPA/an-extremely-opinionated-annotated-list-of-my-favourite
https://www.lesswrong.com/posts/NfFST5Mio7BCAQHPA/an-extremely-opinionated-annotated-list-of-my-favourite


MORE
Interpretability

93



Interpretability methods

● Activation Vectors -> Steering GPT-2-XL by adding an activation vector
● Singular Learning Theory -> DSLT 0. Distilling Singular Learning Theory
● Computational Mechanics -> Transformers Represent Belief State Geometry 

in their Residual Stream
● Proof of performances -> Compact Proofs of Model Performance via 

Mechanistic Interpretability
● AND Vision Interpretability 
● AND Traditional Method (Attribution, Shapley Values, etc)
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https://www.lesswrong.com/posts/5spBue2z2tw4JuDCx/steering-gpt-2-xl-by-adding-an-activation-vector
https://www.lesswrong.com/posts/xRWsfGfvDAjRWXcnG/dslt-0-distilling-singular-learning-theory
https://www.lesswrong.com/posts/gTZ2SxesbHckJ3CkF/transformers-represent-belief-state-geometry-in-their
https://www.lesswrong.com/posts/gTZ2SxesbHckJ3CkF/transformers-represent-belief-state-geometry-in-their


Interpretability results

● Concepts are linearly encoded
● Early layer binding pairs
● Pre-computations
● The role of attention
● Factual recall
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